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Data Pipeline
Architecture Used:
· Cloudera distribution 5.14 is used to develop the cluster in which FLAFKA (Flume + Kafka) is used to ingest real time data into the cluster.

Pipeline Setup:
· Flume agent with source as EXEC and tail command pointing to “household.csv” file.
· Channel configured as Kafka to ingest data into cluster.
· Hbase is used as sink to consume data from Kafka channel. Using Hbase as sink provides below two advantages.
· While ingesting data into Hbase table (created with version 1) will eliminate  duplicates in data for the same rowKey.
· While ingesting data into Hbase table which implements AsyncHbase serializer, we can parse the data into required format.
Data Lineage:
· As the flume agent started, it continuously picks up messages from household.csv file and ingests into kafka channel
· Using custom Hbase serializer, parsing the data we received and saving the same into Hbase.
· For analytic purpose, Hive table built using Hbase storage handler.
· Hive has inbuilt functions to perform mean, Standard Deviation on the data.
· Shell scripts are scheduled via CRON jobs to run every hour, which queries the Hive table to provide required Alerts.
Efficiency and Quality of solution:
· Using Flume as the data pipeline to get data from .csv file into cluster as it is one of the fastest and reliable way.
· Using Kafka instead of memory/file as a channel provides more reliability to data. Also Kafka has a retention period so that the same data can be ingested at a later point (at times of flume agent failure/stopped).
· Using Hbase as sink provides, parsing of the data into required format (segregation into different columns) and eliminates of having duplicated data.
· Building Hive table on top of Hbase table exposes data to users to perform queries for analytical purpose. 
· Also query results are much faster when compared to Hive table (External) built on HDFS path.
· Using Shell Scripts to get query Hive tables provides easy way to schedule as CRON jobs.
Data Cleaning and Imputation methods used:
· [bookmark: _GoBack]Setting TTL (TimeToLive) parameter on Hbase table to 30 Days makes data to reside in hbase table for only 30days.
